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Abstract: Lung cancer is a death-causing disease that indicates the existence of 

pulmonary nodules in the lung. It is typically caused by increased cancer cells in 

the lung. Lung nodule detection has a major role in screening and detecting lung 

cancer images in computed tomography (CT) scans. Lung cancer deserves more 

attention in human disease investigation methods due to its substantial influence 

on both males and females, leading to around five million deaths each year. The 

patient’s survival ratio is increased as lung cancer detects at an early stage. This 

work presents a novel and unique transfer learning model based on deep 

ensemble techniques for efficient lung cancer detection. A chest CT scan dataset 

is needed to detect lung cancer. The presented technique diagnoses lung cancer 

efficiently with high accuracy. The primary objective of this research is to detect 

lung cancer at an early stage by evaluating the efficacy of deep ensemble 

classification models. The proposed model achieves outstanding results when 

compared with state-of-the-art methods to classify lung cancer. The experimental 

results show significant performance of the presented model. 
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1.  Introduction 

Lung cancer is the most common type of cancer in the United States, as well as 

the main cause of cancer mortality and morbidity [1]. As a result, numerous 

countries are formulating ways to facilitate the timely detection of lung cancer. 

Scientists are developing automated solutions to assist doctors in their work, 

enhance diagnostic accuracy by eliminating subjectivity, expedite analysis, and 

reduce expenses related to medical treatment, in anticipation of a rise in 

preventive and early detection measures [2,3]. Due to the lack of symptoms, 

early-stage lung cancer often goes undetected, resulting in the majority of newly 

discovered cases being at an advanced stage. Unfortunately, advanced-stage lung 

cancer has a low five year survival rate and a poor prognosis. Early detection 

dramatically enhances the survival rate of lung cancer [4]. Benign and malignant 

pulmonary nodules are cellular growths in the lung that can be either non-

cancerous or cancerous. Early detection significantly impacts the prognosis of 

malignant pulmonary nodules [5]. 

Computed tomography (CT) imaging is the optimal application for examining 

lung problems. However, CT scan tests carry a notable risk of producing false 

positive findings, and the radiation they emit has the potential to induce cancer. 

Low-dose CT utilizes significantly reduced radiation exposure compared to 

standard dose CT scans. The results indicate that there is no noticeable distinction 

in the sensitivity of image detection [6]. CT scanning is an innovative imaging 

technique that generates extraordinarily detailed images of the injured body 

region, including clear views of the internal soft tissues and organs, by utilizing 

powerful scanners [7]. A variety of diagnostic techniques have been employed in 

the span of lung cancer development. Chest CT scans were specifically chosen for 

their robustness in accurately measuring tumor size and their minimal noise 

levels. 

The development of deep learning in medical imaging is that it can do in-depth 

identification by obtaining the most significant features during training data. The 

model is resistant to modification since it can extract nodule features from CT 

scans with different parameter settings. The training set has a lot of variation, 

which means that invariant features might be able to be automatically learned 

from malignant nodules. Because there are no artificial qualities, the network 

must rely on the ground truth that has been supplied to determine the relationship 
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that exists between the lung and features on its own. This study has made the 

following contributions: 

 A novel automated deep ensemble approach is developed, using a transfer 

learning mechanism, to achieve highly accurate detection of lung cancer. 

 The issue of an imbalanced dataset was addressed, and it was 

demonstrated that the implementation of an oversampling technique such 

as SMOTE can substantially improve the accuracy of detecting lung 

cancer through CT scans. 

 To evaluate the robustness and effectiveness of the proposed ensemble 

method, we applied cross-dataset experiments utilizing a 10-fold strategy 

and utilized a number of individual deep learning models.   

 

2. Literature Review 

The study [8] presented a technique for detecting nodules from normal lung 

anatomical components. The technique retrieves gray-level, statistical, and 

geometric characteristics. LDA serves as a classifier and was employed for 

effective thresholding in segmentation. The approach produces outcomes with an 

accuracy rate of 84%, 97.14% sensitivity, and 53.33% specificity. The model's 

accuracy remains suboptimal even after successfully identifying the cancer 

nodule. Instead of utilizing machine learning methods for categorization, 

conventional segmentation techniques were used. Hence, there is no possibility 

for enhancement through the integration of any current activities with their novel 

model. The primary finding of the study [9] was the establishment of a systematic 

approach to classify and detect various types of lung cancer. Scientists have 

devised a novel approach to detecting lung cancer by employing machine learning 

methodologies. The method consists of two components: discrete cosine 

transform (DCT) and patch basis LBP (local binary pattern) fusion and feature 

extraction. The classification of various texture types in a collection of chest CT 

scan images was accomplished using machine learning methods, specifically 

KNN and SVM. The suggested solution outperforms the latest state-of-the-art 

methods in terms of accuracy, achieving a 93% accuracy rate for support vector 

machines and a 91% accuracy rate for K-nearest neighbors.  

The efficacy of all lung cancer detection systems relies on their ability to 

distinguish between malignant and benign tissues. This technique was utilized 

during the phase of reducing false positives, which is a crucial component of lung 
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… cancer detection. The primary aim of this study was to present a novel method 

utilizing 3D CNN that exhibits remarkable sensitivity and a low rate of false 

positives in identifying lung cancer lesions. They were able to achieve a precision 

rate of 91.23% with just 3.99 instances of false positives per scan by using a 

cutting-edge fusion method. Through the construction of an innovative fusion 

technique that leverages the expertise of the classifiers, they achieved a notable 

improvement in accuracy while simultaneously reducing the false-positive rate 

[10]. 

Lung cancer is considered one of the most severe diseases on a global scale. 

Timely identification and an accurate prognosis can lead to an enhanced survival 

rate in cases of lung cancer. CT scan images were obtained from multiple 

hospitals and databases. A novel method is currently being developed and has 

been suggested to determine the severity of the cancer. The utilization of Gabor 

filters for image enhancement results in the most advantageous outcomes in the 

pre-processing phase. The three GLCM attributes obtained from the emerging 

regions of interest (ROI) are area, perimeter, and eccentricity. The nodules were 

evaluated based on these three characteristics to determine the magnitude of lung 

cancer. The size of the nodule determines the various stages of the tumor. 

Additionally, SVM was recognized as a particularly compelling method for 

categorization. An approach for controlling the size of the nodule was combined 

with generalization controls. To ensure generalization control in classification 

tasks, the weights of vectors in a canonical structure were aligned to maximize the 

margin [11]. A deep learning system was employed in the Study [12] to 

investigate the incidence of pneumonia and lung cancer. To evaluate the problem, 

two distinct deep learning techniques were proposed. (i) The initial deep learning 

strategy to classify chest X-ray pictures into two unique categories such as normal 

and pneumonia which were to be implemented using a modified version of 

AlexNet (MAN). SCM was used to implement classification in the MAN, and 

Softmax was used as a benchmark to assess their performance. By using a variety 

of pre-trained deep learning approaches, such as AlexNet, VGG16, VGG19, and 

ResNet50, the model's performance was further confirmed. (ii) To improve lung 

cancer classification accuracy, the second deep learning operation incorporates 

manually created and acquired characteristics within the MAN. To improve the 

feature vector, this work combines the methods of principal component analysis 

(PCA) feature selection and serial fusion. 

In order to identify and classify nodules based on their level of malignancy, the 

proposed method makes use of three-dimensional CT scan images of the lungs. 



 

157 

 

 

                                                                                                                                            Research Vol 09 Issue 1, 2024 
Two encoder-decoder models, especially U-Net with MixNet and deep 3D CNN, 

were designed to collect knowledge about the properties of the lung nodule and 

detect it, respectively. The models used the three-dimensional features of the lung 

CT data. To classify nodules, researchers have developed a new method that 

combines the gradient boosting machine with a 3D mixed-link network. On a 

dataset of 1200 images obtained from LIDC-IDRI, the proposed approach was 

evaluated using statistical metrics and manual contouring by radiologists. There 

were 3,250 nodules included in this data collection. Lung nodules in LIDC-IDRI 

are equally likely to be cancerous or benign [13]. 

The data from CT scans were analyzed computationally, using the training set of 

over 3,000 CT scans, the algorithm can detect cancer without lung nodule 

annotations. The system uses sequential segments and multiple features to 

determine whether or not a nodule is cancerous. In addition, it employs a spatial 

pyramid for pinpointing nodule identification across zoom levels. The AUC of 

0.858 demonstrates that the algorithm's effectiveness in predicting a lung cancer 

status based on a lung CT scan was outstanding (78.2%).  Based on the challenge 

datasets, their first framework finished 16th out of 72 teams, or in the top one 

percent [14]. The paper [15 discusses the application of deep learning on a 

separate test set. Based on the results of this work utilizing deep learning 

techniques for CT lung cancer screening holds the capacity to substantially 

diminish the occurrence of false-positive results. An analysis was conducted on a 

selection of cutting-edge deep learning algorithms and designs that have been 

suggested as CAD systems with the capability to detect lung cancer. There were 

two distinct types: (1) nodule identification systems examine the initial CT scan 

for potential nodules, and (2) false positive reduction techniques classify a group 

of possible nodules into either benign or malignant tumors. An evaluation of the 

efficacy of the different strategies was conducted while showcasing their essential 

attributes. Additionally, the CT lung datasets that apply to research are examined. 

A comparative analysis of the various strategies is illustrated and discussed. 

3. Proposed Methodology 

The proposed methodology comprises dataset information, preprocessing, the 

oversampling technique SMOTE, and the proposed ensemble model. The 

flowchart of the presented methodology is described in Figure 1. The detail of 

each step is discussed in the following: 
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Figure 1: Flowchart of the presented methodology 

3.1 Dataset information and preprocessing 

The CT scan data is divided into three distinct forms of chest cancer namely 

squamous cell carcinoma, large cell carcinoma, and adenocarcinoma. There is 

also one subfolder with normal cells. The middle region of the lung, specifically 

the major airway branches or the point where the larger bronchi and trachea 

converge, is where squamous cell lung cancer is most frequently observed. About 

30\% of non-small cell lung cancers are squamous cell lung cancers, which are 

frequently associated with tobacco use. Aggressive splenic large-cell 

undifferentiated carcinoma is a fast-growing malignancy that can appear 

anywhere in the lung. Roughly 10–15\% of cases of non-small-cell lung cancer 

are caused by this sub-type. The most prevalent subtype of lung cancer, 

accounting for around 30\% of all cases that are reported and 40\% of non-small 
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cell lung cancer cases, is lung adenocarcinoma. In addition to other places, the 

colon, prostate, and breast are frequently affected by adenocarcinoma [16]. 

Preprocessing is crucial in medical imaging since it enhances the accuracy and 

simplifies the structure of a model at the same time. CT scans are large images 

that need to undergo various preprocessing to extract significant information for 

the classification of lung nodules. Due to its significant memory requirements, the 

system cannot immediately process CT images for analysis. The images were 

uniformly reduced to meet the requirements of the deep learning models [17]. 

3.2 SMOTE 

The existence of imbalanced data has a substantial influence on the quality of the 

model that is developed. Deep or machine learning models trained on imbalanced 

data would struggle to accurately learn the decision boundary when there is a lack 

of instances from the minority class. The SMOTE is a commonly employed 

approach to tackle this issue. The objective of this technique is to provide novel 

examples for the minority class rather than copying the current ones. The SMOTE 

algorithm produces a distinct instance along the boundary between the samples in 

the feature space by choosing samples that are nearest to the feature. A random 

sample is first chosen from the minority example. The closest neighbors of the 

provided sample are subsequently identified.  The position of this synthetic 

sample is likewise randomly decided, and it falls between the positions of the two 

original samples. Continuing the process until the minority class reaches the same 

proportion as the majority class is enough [18]. 

3.3 Proposed model 

The proposed model was developed by integrating the VGG-19 and CNN layers. 

In the beginning, we built the VGG-16 model and declared that we did not intend 

to include the top layer. Additionally, we ensure that the input size for both 

models remains consistent at $224 \times 224 \times 3$. Following the VGG-19 

model, the ensemble model includes two Conv2D layers, which come before 

pooling, batch normalization, and dropout layers. Consequently, three Conv2D 

layers, two dropout layers, three pooling layers, and one batch normalization layer 

are incorporated. During the final stage, we compress the layers and incorporate 

two dense layers, utilizing the "Relu function" as the activation function. 

Additionally, we include a final dense layer employing the "softmax" function for 

classification purposes. The subsequent paragraphs explore the execution of each 
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… layer and provide a comprehensive analysis of its intricacies. The architecture of 

the proposed model for lung cancer detection is depicted in Figure 2. 

Convolutional neural networks (CNNs), which are a type of advanced neural 

network, possess the capability to recognize and classify specific components 

present within images. They are of significant importance in the visual image 

analysis process. The functions executed by these applications are diverse and 

encompass the analysis of medical images, the comprehension of human 

language, and identification. To facilitate analysis, a convolution technique is 

employed to separate and isolate the image's numerous features. The feature 

extraction network is  

 

Figure 2: Architecture of proposed model for lung cancer detection 
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Comprised of numerous layer pairings between convolutional and pooling 

methods. A densely connected layer that infers the category to which an image 

belongs using the data collected in previous stages and the output of the 

convolution process A reduction in the quantity of features present in a dataset 

will ensue from the utilization of this CNN model for feature extraction. New 

features are generated through the process of condensing the existing qualities 

that were included in the initial set of features into a reduced number of more 

significant categories. Comprising the CNN are three discrete layers, and stacking 

these layers in the specified sequence, CNN architecture can be generated. In 

addition to the three layers that were previously mentioned, there are two 

additional critical components known as the dropout layer and the activation 

function.  

 Convolutional layer: The primary function of the neural network is 

convolution. The network is primarily responsible for the computational 

demands. This layer computes the dot product between the adjustable 

parameters of the kernel and one of the matrices that constrain the 

receptive field. While the image is relatively smaller, the kernel exhibits a 

greater level of complexity [19]. 

 Pooling layer: The pooling layer replaces the network output with a 

summary statistic calculated from nearby outputs at fixed positions. This 

allows for a smaller spatial range of the representation, which in turn 

reduces the computational load and the necessary weight. The pooling 

operation treats each segment of the representation separately. 

 Fully connected layer: In FC, each input is coupled to every neuron, 

allowing the FC to process a condensed input. In CNN architecture, FC 

layers are commonly placed at the last stage to optimize objectives such as 

class ratings. 

 Dropout layer: CNN relies heavily on dropout layers during training 

because they greatly reduce the likelihood of overfitting the training 

dataset. When a significant percentage of a learner's initial training data is 

lost, the learning process suffers. On the hidden layer, a dropout layer is 

utilized to disable some of the neurons and eliminate features from the 

input vector. 

 Activation function: The study used two functions, RelU and Softmax. 

RelU is a piecewise linear function that outputs 0 when the input is 

negative or zero and outputs 1 when the input is positive. The Softmax 
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… activation function is utilized to compute the probabilities. Softmax 

enables Convolutional Neural Networks (CNNs) to generate a precise 

probability distribution over the different classes. This is crucial as it 

amplifies CNN's predictive capabilities [20].  

Transfer learning gives the ability to apply previously developed and trained 

architectures to the solution of a new problem domain in a field that is connected 

to it. Transfer learning and data augmentation are two methods that can be used to 

overcome the challenge of training a CNN model with only a small number of 

medical images. These methods allow the problem to be solved. Transfer learning 

is essential in the field of medicine because there are insufficient datasets that are 

open to the public and because collecting and interpreting these datasets requires a 

large amount of effort and expertise from qualified radiologists. It comes at a high 

cost as well. Training a model using a technique called deep learning demands a 

significant amount of memory as well as computer resources. Transfer learning 

(TL) is a method that improves the performance of the suggested architecture by 

removing particular features from the data and then applying those features to a 

more condensed dataset that is associated with the problem [21]. 

4. Results and Discussion 

The research is carried out on computers running the Windows operating system, 

including a Core i7 processor of the 10th generation and 32 gigabytes of random 

access memory. After obtaining the dataset from Kaggle, it is then subjected to 

preprocessing and oversampling before two types of deep transfer learning 

models: individual and ensemble. We use a batch size of 16, the cross entropy-

loss function, and 20 epochs in the implementation of the models that are utilized 

in this study.  

 

4.1 Evaluation metrics 

We utilized four evaluation measures for the performance assessment of deep 

learning. The evaluation measures encompass precision, F1 score, accuracy, and 

recall [22]. The performance measurements may be calculated using the data from 

the confusion matrix. The confusion matrix is a widely used assessment matrix in 

binary or multi classification scenarios. The confusion matrix consists of four 

values. True positive (TP): instances that are correctly identified as positive by the 

estimation. A true negative (TN) refers to instances where the negative class is 
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correctly identified as negative. False Positive (FP): instances that are classified as 

negative but were predicted to be positive. A false negative (FN) refers to 

situations that are expected to be positive but are incorrectly identified as 

negative. 

              Accuracy = TP + TN / (TP + TN + FP + FN) 

                                                 Precision = TP / (TP + FP) 

                                                 Recall = TP / (TP + FN) 

                                 F1-score = 2 * (Precision * Recall) / (Precision + Recall) 

                                                 AUC = 0.5 * (TPR + TNR) 

4.2 Performance of deep transfer learning 

Table 1 presents the results of the study conducted on the testing data. The VGG-

16 achieved 92.09% accuracy, a recall of 92.76%, and an AUC score of 94.66%. 

The ResNet-50 model achieved comparable performance to the VGG-16 model, 

with an AUC score of 93.86% and an accuracy of 90.75%. The MobileNet-V2 

model achieved a f1 score of 88.56% and an accuracy of 87.65%. The VGG-19 

model attained a recall rate of 94.34% and an accuracy rate of 94.39%. The CNN 

model attained an accuracy of 95.57%, a recall of 95.60%, and an AUC score of 

98.06%. All deep models yielded comparable results. The model we presented 

achieved exceptional results. The accuracy of our model reached 96.67%, with a 

f1 score of 96.89% and an AUC score of 98.72%. 

Table 1: Performance of deep transfer learning using Testing data 

Models Accuracy Precision Recall F1 score AUC 

VGG-16 92.09 91.76 92.76 91.12 94.66 

ResNet-50 90.75 90.75 91.65 90.57 93.86 

MobileNet-V2 87.65 87.47 87.35 88.56 90.64 

VGG-19 94.34 94.34 94.39 94.32 96.17 

CNN 95.57 95.58 95.46 95.60 98.06 

EfficientNet-

B7 

93.03 93.07 93.07 93.03 96.23 

Exception 85.80 85.68 85.92 85.80 89.37 
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DenseNet-201 91.12 91.64 91.12 91.19 94.50 

Proposed 96.67 96.68 96.62 96.89 98.72 

 

Table 2 displays the results obtained from the study that was carried out, making 

use of the validation data. The VGG-16 model performed well, having an 

accuracy of 93.76%, a recall of 93.86%, and an AUC score of 95.76%. When 

compared to the VGG-16 model, the ResNet-50 model obtained a greater level of 

accuracy, with a score of 92.54% as well as a superior AUC score of 96.14%. The 

MobileNet-V2 model performed admirably, with an f1 score of 88.28% and an 

accuracy of 88.29%. Both the recall rate and the accuracy rate for the VGG-19 

model were measured at 96.13%. AUC score of 97.83%, recall rate of 95.83%, 

and accuracy of 95.92% were all achieved using the CNN model. The findings 

that each deep model produced were comparable to one another. The novel 

method that we used produced quite impressive results. The accuracy of the 

model came out to 97.82% after it earned an AUC score of 99.03% and an f1 

score of 97.84%, respectively. Figure 3 shows the performance of the proposed 

model on test and validation data. 

Table 2: Performance of deep transfer learning using Validation data 

Models Accuracy Precision Recall F1 score AUC 

VGG-16 93.76              93.76              93.85            93.79              95.76         

ResNet-50 92.54              92.78               92.55            92.54              96.14         

MobileNet-V2 88.29              88.30               88.53            88.28              92.61         

VGG-19 96.13              96.16               96.13            96.13            98.25         

CNN 95.92              95.90               95.83            95.92              97.83         

EfficientNet-

B7 

94.63              94.67               94.12            94.64              96.40         

Exception 88.58              88.58               88.65            88.59              91.34         

DenseNet-201 93.29              93.18               93.30            93.26              95.91         

Proposed 97.82              97.84               97.49            97.84              99.03         
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(a) 

 

(b) 

Figure 3: Performance of proposed model on test and validation data. 

Figure 4 displays the training, validation, and test accuracy of the proposed 

ensemble model. Figure 4(a) illustrates the train, test-and-validation accuracy of 

the proposed model, which combines the EfficientNet and VGG-16 architectures. 

The training accuracy was observed to be 99.54%. Fluctuations are noticed 

starting from epoch 5 and continuing afterward. The ensemble of deep learning 

models was trained for 20 epochs, resulting in exceptional performance. As 

shown in Figure 4(b), the training loss reduced from 0.298 to 0.015, and the 
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… testing loss fell from 0.314 to 0.053 during 20 epochs. The Ensemble's deep 

learning model utilizes transfer learning by utilizing pre-trained weights and fine 

tuning to accurately identify lung cancer from CT scans. 

 

(a) 

 

(b) 

Figure 4: Learning performance for the proposed model 

K-fold cross-validation is a prevalent technique for assessing the efficiency of 

machine learning models on a specific dataset. The k-fold cross-validation 

procedure divides a finite dataset into k separate and non-overlapping folds. Each 

set is individually chosen to serve as the test set. Next, one of the remaining sets is 

designated as the validation set, while the other two sets are assigned as the 

training sets. This process is repeated until all possible combinations have been 
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evaluated. The training set is utilized to train the model, while the validation set is 

employed to evaluate the model's performance for each set of hyperparameters. 

Table 3 shows the 10 Fold cross dataset evaluation results.  

Table 3: 10 Fold cross dataset evaluation 

Models Testing accuracy Validation accuracy 

VGG-16 91.32 ± 0.055 92.87 ± 0.059 

ResNet-50 89.56 ± 0.076 90.34 ± 0.064 

MobileNet-V2 87.18 ± 0.067 85.46 ± 0.074 

VGG-19 93.87 ± 0.057 95.03 ± 0.046 

CNN 95.26 ± 0.076 94.67 ± 0.032 

EfficientNet-B7 92.10 ± 0.054 92.53 ± 0.065 

Exception 85.64 ± 0.062 87.75 ± 0.070 

DenseNet-201 90.56 ± 0.052 92.21 ± 0.061 

Proposed 95.93 ± 0.043 96.73 ± 0.024 

 

4.3 Comparative Analysis 

The authors assess the effectiveness and robustness of the proposed model by 

comparing its results with those of other cutting-edge studies. Aggarwal et al.[8] 

utilized LDA as a classifier and applied it for efficient thresholding in 

segmentation. The study [9] utilized DCT and employed KNN and SVM models 

for classification, achieving an accuracy rate of 93%. Moradi et al. [10] used a 3D 

CNN model to classify lung cancer lesions and achieved an accuracy rate of 

91.23%. They accomplished this by employing a state-of-the-art fusion method, 

resulting in only 3.99 occurrences of false positives per scan. Sang et al. [13] 

employ deep learning convolutional neural networks and U-Net models to 

identify early-stage lung cancer. They achieved a level of accuracy of 94%. In 

Research [14] the authors employed a deep convolutional deepscreener model that 

achieved an accuracy of 78%. Analyzed computationally, the data from CT scans 

were examined. The program can accurately identify cancer in CT scans without 

relying on lung nodule annotations, using a training set consisting of more than 

3,000 scans. The preceding literature and Table 4 indicate that previous studies 

mostly employed CNN and machine learning techniques with lung data for lung 
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… cancer detection, although they yielded lower results. Additionally, previous 

research has not addressed the issue of imbalanced class problems. The study 

aims to address the issue of imbalance class by employing the SMOTE technique. 

The proposed model achieves a remarkable accuracy of 97.82% in detecting lung 

cancer. 

Table 4: Comparative results with other studies 

Reference Methods Data Accuracy 

[1] LDA               Lung cancer    84 

[2] SVM, KNN, DCT     Lung cancer    93 

[3] 3D CNN            Lung cancer    91 

[6] CNN, U-Net         Lung cancer    94 

[7] DeepScreener Lung cancer    78 

[8] 3D CNN            Lung cancer    87 

Proposed VGG-19+CNN        Lung cancer    98 

 

5. Conclusions 

The major aim of this study is to propose a robust ensemble model for accurately 

detecting lung cancer from CT scans using a balanced dataset. We employed a 

dataset of chest CT scans to detect cases of lung cancer. The dataset is 

preprocessed because deep learning depends on a fixed-size input for both 

training and testing applications. The experiments were conducted on individual 

deep learning models, resulting in 96.13% accuracy and a 96.16% precision score 

using validation data. The testing data yielded 95.57% accuracy and a 98.06% 

AUC score while utilizing the CNN model. The deep exception model performed 

poorly under all constraints. We proposed an ensemble model, as ensemble 

models improve accuracy and strengthen the framework. The proposed model 

achieved a testing accuracy of 96.67% and a validation accuracy of 97.82%. In 

addition to improving the study, the following components should be 

implemented in the future: 

 It would be worthwhile to expand our research on the chest dataset by 

conducting experiments using chest X-ray imaging data and subsequently 

comparing it with CT scans. 
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 Feature selection approaches and advanced augmentation techniques can 

be employed.  

 Machine learning models can be utilized in conjunction with deep learning 

to optimize performance. 
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